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Recently, the synchronization issue in chaotic systems has become a hot topic in nonlinear
dynamics and has aroused great interest among researchers due to the theoretical significance
and potential applications. In this paper, complete periodic synchronization is considered for
the delayed neural networks with discontinuous activation functions. Under the framework of
Filippov solution, a novel control method is presented by using differential inclusions theory,
nonsmooth Lyapunov method and linear matrix inequality (LMI) approach. Based on a newly
obtained necessary and sufficient condition, several criteria are derived to ensure the global
asymptotical stability of the error system, and thus the response system synchronizes with
the drive system. Moreover, the estimation gains are obtained. With these new and effective
methods, complete synchronization is achieved. Simulation results are given to illustrate the
theoretical results.

Keywords : Periodic synchronization; delayed neural networks; discontinuous activation func-
tions; Filippov solution; nonsmooth analysis; differential inclusions; LMI approach.

1. Introduction

In mathematics and control theory, due to the con-
ventional definition and simple existence conditions
of solutions for differential equations, most theo-
retical results in analysis and control of dynamical
systems are established under the assumptions of
smoothness (continuously differentiable) condition
of the given vector field. However, in various science
and engineering applications, the system dynam-
ics is discontinuous. Examples include dry friction,
impacting machines, systems oscillating under the
effect of an earthquake, power circuits, switching

in electronic circuits and many others [Chen et al.,
2006; Cortés, 2008].

Recently, in the fields of signal process-
ing, pattern recognition, parallel computation,
complicated optimization problems, etc., neural
network plays an increasingly important role,
and its various properties have been systemati-
cally studied in [Cao, 2001; Huang et al., 2005;
Liang et al., 2008; Song et al., 2005]. However, there
is little literature focusing on neural networks with
discontinuous activation functions, though they fre-
quently arise in practice [Forti & Nistri, 2003].
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From the theoretical point of view, the basic
question is about the solution of the discontinuous
dynamical systems. Does the classical definition of
solutions still work for the discontinuous dynamical
systems? How to ensure the existence and unique-
ness of such solutions? It is well known that conti-
nuity of the vector field suffices to guarantee the
existence of classical (continuously differentiable)
solutions, as stated by Peanos theorem [Coddington
& Levinson, 1955]. That is to say that the classical
solutions might not exist, if the vector field is dis-
continuous. The existence of solutions for discon-
tinuous dynamical systems is a delicate problem, as
can be seen from the following example. Consider
the differential equation [Cortés, 2008]

ẋ = f(x(t)), (1)

where f : R → R defined by

f(x(t)) =

{−1, x > 0,

1, x ≤ 0,
(2)

which is discontinuous at zero. Suppose that there
exists a continuously differentiable function x :
[0, t1] → R such that ẋ(t) = f(x(t)) and x(0) = 0.
Then ẋ(0) = f(x(0)) = f(0) = 1, which implies
that, for all positive t sufficiently small, x(t) > 0
and hence ẋ(t) = f(x(t)) = −1, which contradicts
the fact that t �→ ẋ(t) is continuous. Hence, no clas-
sical solution starting from zero exists.

Actually, the discontinuous dynamical sys-
tem has been an old research topic for decades.
Several types of solutions have been available
such as Caratheodory solutions, Filippov solutions,
and sample-and-hold ones [Cortés, 2008]. Recently,
much research interest has been focused on the
notion of solutions with the Filippov framework
[Filippov, 1988]. Such a notion has been utilized
as a feasible approach in the field of mathematics
and control for discontinuous dynamical systems. In
2003 and 2005, under the Filippov framework, suffi-
cient conditions were obtained for the global asymp-
totical stability of the unique equilibrium point of
discontinuous neural networks [Forti & Nistri, 2003;
Forti et al., 2005], which motivated the latter stud-
ies on neural networks with discontinuous activa-
tions [Huang & Cao, 2008; Huang et al., 2009;
Liu & Cao, 2009; Lu & Chen, 2006, 2008; Papini
& Taddei, 2005].

On the other hand, the synchronization of two
or more dynamical systems is a basis to understand
an unknown dynamical system from one or more
well-known dynamical systems. In other words, the

response complexity of an unknown system to one
or more well-known systems can be measured and
compared through such synchronicity. Early studies
about synchronization focused on dynamical behav-
iors in various periodic systems [Kuramoto, 1984;
Winfree, 1980]. It is known that chaotic systems
exhibit sensitive dependence on initial conditions.
Just because of this property, it was long believed
that chaotic systems defy synchronization. Until
1990, chaotic synchronization was first realized by
Pecora and Carroll [1990]. Since then, chaotic syn-
chronization has become a hot topic in nonlinear
dynamics due to theoretical significance and poten-
tial applications. So far, many types of synchro-
nization have been presented, such as identical or
complete synchronization, generalized synchroniza-
tion, phase synchronization, anticipated and lag
synchronization (for details, see [Luo, 2009]). Syn-
chronously, several control approaches have been
developed to synchronize two or more dynamical
systems such as drive-response, coupling control,
adaptive control, feedback control, fuzzy control,
observer-based control, manifold-based method and
impulsive control, intermittent control, etc. It seems
that these theories and methods have completely
solved the problem of synchronization issue for any
oscillator. However, still not much is known for com-
plete synchronization of periodic oscillators. At a
first glance, one might intuitively believe that since
chaotic motion is more complicated than periodic
motion, the synchronization of chaotic oscillators
should also be more complicated than those of peri-
odic oscillators. Nevertheless, this is not always the
case and the synchronization patterns for periodic
cases can actually be more complicated than those
for chaotic cases, just as indicated in [Zou & Zhan,
2008a, 2008b], where an opposite result was given.
Hence, it is our intention in this paper to tackle such
an important yet challenging problem.

Motivated by the above discussions, in this
paper, we will consider the complete periodic syn-
chronization of delayed neural networks with dis-
continuous activations based on nonsmooth analysis
and differential inclusions theory [Aubin & Cellina,
1984; Aubin & Frankowska, 1990]. Firstly, under
the framework of Filippov, the existence of peri-
odic solutions for such discontinuous neural systems
can be guaranteed. Then, a controller is designed
for the synchronization of periodic systems. Sev-
eral sufficient criteria are derived to guarantee the
global asymptotical stability of the error system.
We note that, when proving the error system’s
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global asymptotical stability, it is quite different
from the classical Lyapunov methods. The Lya-
punov functional is not smooth as usual any more
due to the discontinuity of activations. Compared
to previous literature, the main contributions of
this paper are to initially formulate the periodic
synchronization problem for discontinuous neural
networks and to develop a delay-independent and
LMI-based approach to solve it.

The rest of the paper is organized as follows.
Section 2 gives some preliminaries. Section 3 dis-
cusses the existence of periodic solutions for the
discontinuous neural networks. Section 4 presents
some sufficient conditions for synchronization of the
delayed drive and response system. In Sec. 5, simu-
lation results aiming at substantiating the theoreti-
cal analysis are reported. The main conclusions are
presented in Sec. 6.

Notations. The notations are quite standard.
Throughout this paper, R

n and R
n×m denote,

respectively, the n-dimensional Euclidean space and
the set of all n ×m real matrices. The superscript
T denotes matrix transposition and the notation
X ≥ Y (respectively X > Y ) where X and Y are
symmetric matrices, means that X − Y is positive
semi-definite (respectively positive definite). I is the
identity matrix with appropriate dimension. ‖ · ‖ is
the Euclidean norm in R

n. If A is a matrix, denote
by ‖A‖2 its operator norm, i.e. ‖A‖2 = sup{‖Ax‖ :
‖x‖ = 1} =

√
λmaxATA, where λmax(·) means the

largest eigenvalue of A. C([0, ω],Rn), L1([0, ω],Rn)
and L∞([0, ω],Rn) are the spaces of continuous vec-
tor function, square integrable vector function and
essentially bounded function on [0, ω], respectively.
The notation ∗ always denotes the symmetric block
in a symmetric matrix. Sometimes, the arguments
of a function or a matrix will be omitted in the
analysis when no confusion can arise.

2. Model Formulation and
Preliminaries

In this paper, we consider the following neural net-
works described by the system

ẋ = −Dx(t) +Af(x(t))
+Bf(x(t− τ)) + I(t), (3)

where x(t) = (x1(t), x2(t), . . . , xn(t))T ∈ R
n is

the state vector associated with the neurons; D =
diag(d1, d2, . . . , dn) is an n × n constant diagonal
matrix with di > 0, i = 1, 2, . . . , n; A = (aij)n×n

and B = (bij)n×n are the connection weight matrix
and the delayed connection weight matrix, respec-
tively; f(x) = (f1(x1), f2(x2), . . . , fn(xn))T : R

n →
R

n is a diagonal mapping where fi, i = 1, 2, . . . , n,
represents the neuron input–output activation; τ is
a constant delay and I(t) = (I1(t), I2(t), . . . , In(t))T

a continuous ω-periodic function.
Throughout the paper, for each i = 1, 2, . . . , n,

it will be assumed that fi is continuous in R except
a finite number of points of discontinuity, ρk, where
there exist finite right and left limits, fi(ρ+

k ) and
fi(ρ−k ), respectively, with fi(ρ+

k ) > fi(ρ−k ). Let F
be the class of these functions.

In the following, we apply the framework of Fil-
ippov in discussing the solution of delayed neural
networks (3).

Definition 1. Suppose E ⊂ R
n. Then x �→ F (x)

is called as a set-valued map from E ↪→ R
n, if

for each point x of a set E ⊂ R
n, there corre-

sponds a nonempty set F (x) ⊂ R
n. A set-valued

map F with nonempty values is said to be upper-
semi-continuous at x0 ∈ E if, for any open set N
containing F (x0), there exists a neighborhood M
of x0 such that F (M) ⊂ N . F (x) is said to have a
closed (convex, compact) image if for each x ∈ E,
F (x) is closed (convex, compact).

Now we introduce the concept of Filippov solu-
tion. Consider the following system

dx

dt
= f(x), (4)

where f(·) is not continuous.

Definition 2. A set-valued map is defined as

F (x) =
⋂
δ>0

⋂
µ(N)=0

K[f(B(x, δ)\N)], (5)

where K(E) is the closure of the convex hull of
set E, B(x, δ) = {y : ‖y − x‖ ≤ δ}, and µ(N) is
Lebesgue measure of set N . A solution in the sense
of Filippov [1988] of the Cauchy problem for Eq. (4)
with initial condition x(0) = x0 is an absolutely
continuous function x(t), t ∈ [0, T ], which satisfies
x(0) = x0 and differential inclusion:

dx

dt
∈ F (x), a.e. t ∈ [0, T ]. (6)

Denoting

F(x) �= K[f(x)] = (K[f1(x1)], . . . ,K[fn(xn)]),

where K[fi(xi)] = [fi(x−i ), fi(x+
i )], i = 1, . . . , n, we

extend the concept of the Filippov solution to the
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differential Eq. (3) as follows:

Definition 3. A function x : [−τ, T ) → R
n, T ∈

(0,+∞], is a solution (in the sense of Filippov) of
the discontinuous system (3) on [−τ, T ), if:

(I) x is continuous on [−τ, T ) and absolutely con-
tinuous on [0, T );

(II) x(t) satisfies

ẋ(t) ∈ −Dx(t) +AK[f(x(t))]

+BK[f(x(t− τ))] + I(t)
for a.e. t ∈ [0, T ). (7)

Or equivalently,

(II′) there exists a measurable function α =
(α1, α2, . . . , αn)T : [−τ, T ) → R

n, such that
α(t) ∈ K[f(x(t))] for a.e. t ∈ [−τ, T ) and

ẋ(t) = −Dx(t) +Aα(t) +Bα(t− τ) + I(t),
for a.e. t ∈ [0, T ), (8)

where the single-valued function α is the so-
called measurable selection of the function F, which
approximates F in some neighborhood of Gragh(F).

It is obvious that the set-valued map x(t) ↪→
−Dx(t)+AK[f(x(t))]+BK[f(x(t− τ))]+ I(t) has
nonempty compact convex values. Furthermore, it
is upper-semi-continuous [Aubin & Cellina, 1984]
and hence it is measurable. Here, we remark that all
the set-valued functions obtained by Filippov reg-
ularization applied to functions f ∈ F verify the
above several properties. Hence, by the measurable
selection theorem [Aubin & Frankowska, 1990], if
x(t) is a solution of (3), then there exists a mea-
surable function α(t) ∈ K[f(x(t))] such that for
a.e. t ∈ [0,+∞), the Eq. (8) is true.

Definition 4. For any continuous function φ :
[−τ, 0] → R

n and any measurable function ψ :
[−τ, 0] → R

n, such that ψ(s) ∈ K[f(φ(s))] for
a.e. s ∈ [−τ, 0], an absolute continuous function
x(t) = x(t, φ, ψ) associated with a measurable func-
tion α(t) is said to be a solution of the Cauchy prob-
lem for system (3) on [0, T ) (T might be ∞) with
initial value (φ(s), ψ(s)), s ∈ [−τ, 0], if



ẋ(t) = −Dx(t) +Aα(t) +Bα(t− τ) + I(t),

for a.e. t ∈ [0, T ),

x(s) = φ(s), ∀ s ∈ [−τ, 0],
α(s) = ψ(s), for a.e. s ∈ [−τ, 0].

(9)

3. Existence of Periodic Solutions

In this section, we prove that under some condi-
tions, system (9) has ω-periodic solutions. The fol-
lowing two lemmas should be recalled:

Lemma 1 [Douglas, 1972]. Let X∗ be dual space of
Banach space X and S be closed unit ball of X∗.
Then S is weakly-∗ compact.

Note that the weak-∗ convergence is defined as:
Let X be a Banach space and X∗ its normed dual
space, {fn} ⊂ X∗ and f ∈ X∗, fn is said to weakly-∗
converge to f in X∗ (denote w∗ − limn→∞ fn = f),
if for all x ∈ X, limn→∞ fn(x) = f(x).

Lemma 2 [Dugundji & Granas, 1982]. If X is a
Banach space,

2X = {C : C ⊂ X, C is nonempty,
compact and convex},

and G : X → 2X is an upper-semi-continuous set-
valued map which maps bounded sets into relatively
compact sets, then one of the following statements
is true:

(a) the set Γ = {x ∈ X : x ∈ λG(x), λ ∈ (0, 1)} is
unbounded;

(b) the G(·) has a fixed point, i.e. there exists x ∈ X
such that x ∈ G(x).

Theorem 1. Suppose that F satisfies a growth con-
dition (g.c.) : there exist constants K1,K2 ≥ 0 with

‖F(x)‖ = sup
ξ∈F(x)

‖ξ‖ ≤ K1‖x‖ +K2. (10)

Then, there exists at least one periodic solution of
system (3) in the sense of Eqs. (9).

Proof. Based on the detailed discussions in Sec. 2,
the set-valued map x(t) ↪→ −Dx(t)+AK[f(x(t))]+
Bf(x(t − τ)) + I(t) is upper-semi-continuous with
nonempty compact convex values, the local exis-
tence of a solution x(t) of (9) can be guaranteed
[Filippov, 1988]. In [Forti et al., 2005], the solution’s
local existence was considered by step-by-step con-
struction.

Denote θ̄ = max1≤i≤n max−τ≤t≤0{θi(t)}, Ī =
max1≤i≤n max−τ≤t≤∞{Ii(t)}. By (10), for a.e. t ∈
[0,+∞), one has

‖−Dx(t) +AK[f(x(t))] +BK[f(x(t− τ))] + I(t)‖
≤ ‖D‖2‖x(t)‖ + ‖A‖2(K1‖x(t)‖ +K2)

+ ‖B‖2(K1‖x(t− τ)‖ +K2) + Ī
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≤ ‖D‖2‖x(t)‖ + ‖A‖2(K1‖x(t)‖ +K2)

+ ‖B‖2(K1θ̄ +K1‖x(t)‖ +K2) + Ī

≤ (‖D‖2 +K1‖A‖2 +K1‖B‖2)‖x(t)‖
+K2‖A‖2 +K2‖B‖2 +K1θ̄‖B‖2 + Ī

�= Ā‖x(t)‖ + B̄, (11)

where Ā = ‖D‖2 + K1(‖A‖2 + ‖B‖2), B̄ =
K2(‖A‖2 + ‖B‖2) + θ̄K1‖B‖2 + Ī.

It follows that

‖x(t)‖ ≤ ‖x(0)‖ + ‖
∫ t

0
ẋ(s)ds‖

≤ ‖x(0)‖ + B̄t+
∫ t

0
Ā‖x(s)‖ds.

By the Gronwall inequality, one has

‖x(t)‖ ≤ (‖x(0)‖ + B̄t)eĀt.

Hence, since x(t) remains bounded for positive
times, it is defined on [0,+∞).

Next, we will show that the following differen-
tial inclusion with periodic boundary value condi-
tions has a periodic solution



ẋ(t) ∈ −Dx(t) +AK[f(x(t))]

+BK[f(x(t− τ))] + I(t),

for a.e. t ∈ [0, T ),

x(s)= θ(s), ∀ s ∈ [−τ, 0],
x(0) =x(ω).

(12)

For all x ∈ C([0, ω],Rn), we denote F (t, x(t)) =
−Dx(t)+AK[f(x(t))]+BK[f(x(t− τ))]+ I(t) and
x(s) = θ(s), for s ∈ [−τ, 0].

Define a set-valued map δ, for all x ∈ C([0, ω],

δx : = {y ∈ C[0, ω] | y(0) = θ(0),

ẏ(t) ∈ −Dx(t) +AK[f(x(t))]

+BK[f(x(t− τ))] + I(t),

a.e. t ∈ [0, ω] and ẏ(t) is measurable}.
By the measurable selection theorem [Aubin &

Frankowska, 1990], there exists a measurable func-
tion v(t) ∈ L1[0, ω] such that v(t) ∈ F (t, x(t)) for
a.e. t ∈ [0, ω].

Let

y(s)|[−τ,0] = θ(s), y(t) = θ(0) +
∫ t

0
v(s)ds,

then y ∈ δx. Therefore, for all x ∈ C[0, ω], δx
is nonempty and ẏ ∈ L1[0, ω]. So y is absolutely
continuous.

Corresponding to Lemma 2, the remaining
proof will be divided into three steps.

Step 1. δ maps bounded sets into relatively com-
pact sets. In fact, let D ⊂ C[0, ω] be bounded set.
i.e. ∃L > 0,∀x ∈ D, ‖x‖ ≤ L. Then, by (11), for
y ∈ δx, ẏ ∈ F (t, x(t)), a.e. t ∈ [0, ω], one has

‖ẏ‖ ≤ ĀL+ B̄

and

‖y‖ ≤ ‖θ(0)‖ + ω(ĀL+ B̄).

Hence, δ(D) = {z|z = δx, ∀x ∈ D} is uni-
formly bounded and is obviously equi-continuous.
By Arzela-Ascoli Theorem, δ(D) is relatively com-
pact in C[0, ω].

Step 2. The set-valued map δ is upper-semi-
continuous. From Step 1, we only need to prove that
δ is closed. i.e. ∀ x , xn ∈ C[0, ω] , xn → x ; yn ∈
δxn , yn → y, we want to prove y ∈ δx . Choosing
ε = 1,∃N > 0, when n ≥ N , one has

‖xn(t)‖ ≤ ‖x(t)‖ + 1.

Let un(t) = ẏn(t), for a.e. t ∈ [0, ω], one gets

‖un(t)‖ ≤ B̄ + Ā‖xn(t)‖ ≤ B̄ + Ā(‖x‖ + 1).

From Lemma 1, there exists a subsequence of un

(still denotes un) weakly-* converging to u. Spe-
cially, for all ϕ ∈ L∞[0, ω], one has∫ ω

0
unϕdt→

∫ ω

0
uϕdt

i.e. {un} weakly converges to u in L1[0, ω].
On the other hand,

yn(t) = θ(0) +
∫ t

0
ẏn(s)ds

= θ(0) +
∫ t

0
un(s)ds → θ(0) +

∫ t

0
u(s)ds.

So,

y(t) = θ(0) +
∫ t

0
u(s)ds.

By the convergence theorem [Aubin & Cellina,
1984], one has

ẏ(t) = u(t) ∈ F (t, x), for a.e. t ∈ [0, ω].

This implies that y ∈ δx.
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Step 3. Now, we will prove that the set

{x ∈ C[0, ω] | x ∈ λδx, λ ∈ (0, 1)}
is bounded.

For all 0 < λ < 1, x ∈ λδx, there exists y ∈ δx
such that x = λy. Then for a.e. t ∈ [0, ω], one has

‖ẏ(t)‖ ≤ B̄ + Ā‖x‖.
Thus, for a.e. t ∈ [0, ω],

‖y(t)‖ ≤ ‖θ(0)‖ +
∫ t

0
(B̄ + Ā‖x(s)‖)ds

≤ ‖θ0‖ + ωB̄ + Ā

∫ t

0
‖x(s)‖ds.

Denote

ψ(t) = ‖θ(0)‖ + ωB̄ + Ā

∫ t

0
‖x(s)‖ds.

Then,

ψ̇(t) = Ā‖x(t)‖ = λĀ‖y(t)‖ ≤ Ā‖y(t)‖ ≤ Āψ(t),

and

ψ(t) ≤ ψ(0)etĀ ≤ (‖θ(0)‖ + ωB̄)eωĀ.

Hence,

‖x(t)‖ ≤ ‖y(t)‖ ≤ ψ(t) ≤ (‖θ(0)‖ + ωB̄)eωĀ.

By Lemma 2, δ has a fixed point x∗, which obvi-
ously shows that x∗ is a solution of system (12), i.e.
the neural network (3) has an ω-periodic solution
in the sense of Eq. (9). �

In this paper, we consider model (3) as the mas-
ter system. The response system is

ẏ = −Dy(t) +Af(y(t)) +Bf(y(t− τ))
+ I(t) + u(t), (13)

whereD, A, B are matrices which are the same as in
(3), u(t) is the controller. It has the same structure
as the drive system.

Let error state be e(t) = y(t) − x(t), subtract-
ing (3) from (13), yields the synchronization error
dynamical system as follows:

ė(t) = −De(t) +Ag(t) +Bg(t− τ) + u(t), (14)

where g(t) = f(y(t))−f(x(t)) satisfying g(t) = 0 ⇔
e(t) = 0.

In many real applications, we are interested in
designing a memoryless feedback controller

u(t) = Ge(t), (15)

where G ∈ R
n×n is a constant gain matrix. For a

special case where the information on the size of

delay τ is available, we also consider a delayed feed-
back controller of the following form:

u(t) = G1e(t) +G2e(t− τ), (16)

Although a memoryless controller (15) has an
advantage of easy implementation, its performance
cannot be better than a delayed feedback controller
(16) which utilizes the available information of the
size of delay.

Let u(t) = G1e(t)+G2e(t−τ), and substituting
it into (13), one obtains

ė = (−D +G1)e(t) +G2e(t− τ)

+Ag(t) +Bg(t− τ). (17)

4. Synchronization Criteria

In this section, we will prove that the response sys-
tem (13) synchronizes with the drive system (3).
Obviously, we can solve the problem by proving the
global asymptotical stability of error system defined
by (17).

Due to the discontinuity of f and then g, by
Definition 3, there exists γ(t) ∈ K[g(t)] such that
0 ∈ K[g(0)] and

ė = (−D +G1)e(t) +G2e(t− τ)
+Aγ(t) +Bγ(t− τ). (18)

The following two definitions and one lemma
should be recalled which will be utilized in our main
results.

Definition 5 [Clarke, 1983]. Given f : R
n → R, the

right directional derivative of f at x in the direction
v ∈ R

n is defined as

f ′(x; v) = lim
h→0+

f(x+ hv) − f(x)
h

,

when this limit exists. The generalized directional
derivative of f at x in the direction v ∈ R

n is
defined as

f0(x; v) = lim sup
y→x

h→0+

f(y + hv) − f(y)
h

= lim
δ→0+

ε→0+

sup
y∈B(x,δ)
h∈[0,ε)

f(y + hv) − f(y)
h

.

A function f : R
n → R is regular at x ∈ R

n if, for
all v ∈ R

n, the right directional derivative of f at x
in the direction of v exists, and f ′(x; v) = f0(x; v).

Note that regular functions admit the direc-
tional derivative for all directions v ∈ R

n, although
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the derivative may be different for different direc-
tions. A function that is continuously differentiable
at x is regular at x. A useful property is that a
locally Lipschitz and convex function is regular.

Definition 6. Function V (x) : R
n → R is C-

regular, if V (x) is:

(i) regular in R
n;

(ii) positive definite, i.e. V (x) > 0 for x = 0, and
V (0) = 0;

(iii) radially unbounded, i.e. V (x) → +∞ as
‖x‖ → +∞.

Note that a C-regular Lyapunov function V is
not necessarily differentiable. Suppose that x(t) :
[0,+∞) → R

n is absolutely continuous on any com-
pact interval of [0,+∞). The next lemma gives a
chain rule for computing the time derivative of the
composed function V (x(t)) : [0,+∞) → R.

Lemma 3 [Clarke, 1983]. If V (x) : R
n → R is C-

regular and x(t) : [0,+∞) → R
n is absolutely con-

tinuous on any compact interval of [0,+∞), then
x(t) and V (x(t)) : [0,+∞) → R are differential for
a.e. t ∈ [0,+∞), and one has

d

dt
V (x(t)) =

〈
ς,
dx

dt

〉
, ∀ ς ∈ ∂V (x(t)).

Now, a new necessary and sufficient condition
will be given, which is essential for establishing the
synchronization criterion for (13) and (3).

Lemma 4. There exists a matrix X such that


P Q T X

QT R 0 V

T T 0 N L

XT V T LT S


 < 0, (19)

if and only if 


P Q T

QT R 0
T T 0 N


 < 0, (20)

and 


R 0 V

0 N L

V T LT S


 < 0. (21)

Proof. Necessity is obvious since the left-hand side
of both (20) and (21) are submatrices in the prin-
cipal diagonal of the left-hand side of (19). For
sufficiency, left-multiply (19) by


I 0 0 0
0 I 0 0
0 0 I 0
0 −V TR−1 −LTN−1 I




and right-multiply its transpose, it is seen that (19)
is equivalent to


P Q T X − QR−1V − TN−1L

QT R 0 0
T T 0 N 0

XT − V TR−1QT − LTN−1T T V T LT S − V TR−1V − LTN−1L


 < 0.

But the above is clearly satisfied for

X = QR−1V + TN−1L

if (20) and (21) are satisfied in view of the famous
Shur’s complement.

Before proceeding to the main results, we fur-
ther assume the set-valued map F satisfy:

(L.) For each i ∈ 1, 2, . . . , n, there exists a constant
Li such that for any µ = ν ∈ R, for all ζi ∈ K[fi(µ)],
ηi ∈ K[fi(ν)],

ζi − ηi

µ− ν
> Li, (22)

where the constant Li ∈ R may be positive, nega-
tive or zero.

Theorem 2. Let F satisfy (g.c.) and (L.), for
given estimate gain matrices G1, G2, the response
system (13) globally synchronizes with the drive
system (3) if there exist two diagonal matrices P̌ =
diag(p̌1, p̌2, . . . , p̌n), P̂ = diag(p̂1, p̂2, . . . , p̂n) with
p̂i > 0, i = 1, 2, . . . , n, two positive definite matri-
ces Q = (qij)n×n and R = (rij)n×n such that the
following LMIs hold:



−2P̌D + P̌G1 +GT

1P̌ +R P̌G2 P̌B

∗ −R 0
∗ ∗ −Q


 < 0,

(23)
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−R 0 GT

2P̂

∗ −Q BTP̂

∗ ∗ P̂A+ATP̂ +Q


 < 0. (24)

Proof. By (22) and the density of real numbers,
there exist two arrays of constants p̌i and p̂i

such that
ζi − ηi

µ− ν
> − p̌i

p̂i
, (25)

where p̂i > 0, i = 1, 2, . . . , n.
Consider the following Lyapunov functional

V (t) = eT (t)P̌ e(t) + 2
n∑

i=1

p̂i

∫ ei(t)

0
gi(s)ds

+
∫ t

t−τ
γT (s)Qγ(s)ds+

∫ t

t−τ
eT (s)Re(s)ds.

(26)

From (25), there exists a small constant ε > 0 such
that

ζi − ηi

µ− ν
≥ −p̌i + ε

p̂i
. (27)

It follows that

p̌ie
2
i (t) + 2p̂i

∫ ei(t)

0
gi(s)ds ≥ εe2i (t),

and thus

eT (t)P̌ e(t) + 2
n∑

i=1

p̂i

∫ ei(t)

0
gi(s)ds ≥ ε‖e(t)‖2.

By Lemma 3, one obtains

dV (t)
dt

= eT (t)[2P̌ (−D +G1) +R]e(t)

+ 2eT (t)P̌G2e(t− τ) + 2eT (t)[P̌A−DP̂

+GT
1 P̂ ]γ(t) + 2eT (t)P̌Bγ(t− τ)

− eT (t− τ)Re(t− τ) + 2eT (t− τ)GT
2 P̂ γ(t)

+ γT (t)[2P̂A+Q]γ(t)

+ 2γT (t)P̂Bγ(t− τ) − γT (t− τ)Qγ(t− τ)

≤ [eT (t), eT (t− τ), γT (t− τ), γT (t)]Ω

×




e(t)
e(t− τ)
γ(t− τ)
γ(t)


 , (28)

where

Ω =




−2P̌D + P̌G1 +GT
1P̌ +R P̌G2 P̌B P̌A−DP̂ +GT

1P̂

∗ −R 0 G2P̂

∗ ∗ −Q BTP̂

∗ ∗ ∗ P̂A+ATP̂ +Q


 .

By Lemma 4, (23) and (24) are equivalent to Ω < 0.
Therefore, the solution e(t) = 0 of (18) is glob-
ally asymptotically stable, so the response system
(13) globally synchronizes with the drive system (3).
This completes the proof. �
Remark 1. Due to the discontinuity of activation f ,
so does the function g, the Lyapunov–Krasovskii
functional V (t) is not differential in [0,+∞). But
V (t) is a locally Lipschitz and convex function on
R

n, hence it is regular in R
n and then is C-regular

(according to Definition 6). Hence, we can utilize
Lemma 3 to calculate the derivative of V (t), among
which, (18) is utilized repeatedly (see [Clarke, 1983],
for details).

Remark 2. Previously, most theoretical results
about the stability or synchronization for neural

networks are always established under the assump-
tion of smoothness or global Lipshitzian [Cao, 2001;
Huang et al., 2005; Liang et al., 2008], where the
Lipshitzian constant plays a very important role in
magnifying the derivative of Lyapunov functional,
and then can make the obtained LMI more solv-
able. Here, in this paper, we could not depend on
the Lipshitzian constant due to the discontinuity of
activations, so it seems more difficult when solving
the LMIs (23) and (24).

In order to show the design of estimate gain
matrix G1 and G2, a proper transformation is made
to obtain the following theorem:

Theorem 3. Let F satisfy (g.c.) and (L.), for
the given constants m1 and m2, the response
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system (13) globally synchronizes with the drive system (3) if there exist one diagonal matrix P =
diag(p1, p2, . . . , pn) with m2pi > 0, i = 1, 2, . . . , n, two positive definite matrices Q = (qij)n×n and
R = (rij)n×n, two arbitrary matrices G′

1 and G′
2 such that the following LMIs hold:


−2m1PD +m1G

′
1 +m1G

′T
1 +R m1G

′
2 m1PB

∗ −R 0
∗ ∗ −Q


 < 0, (29)



−R 0 m2G

′T
2

∗ −Q m2B
TP

∗ ∗ m2PA+m2A
TP +Q


 < 0. (30)

Moreover, the estimation gain G1 = P−1G′
1 and

G2 = P−1G′
2.

Proof. Let P̌ = m1P , P̂ = m2P and G′
1 = PG1,

G′
2 = PG2 in Theorem 2, it is obvious to see. �

Remark 3. It is well known that the asymptotical
or exponential stability of delayed neural networks
[Cao, 2001; Huang et al., 2005] has been a focal sub-
ject for research due to their great practical value
and wide applications. And some stability issues
for discontinuous neural networks are also being
researched [Cortés, 2008; Forti & Nistri, 2003; Forti
et al., 2005; Huang & Cao, 2008; Huang et al., 2009;
Liu & Cao, 2009; Lu & Chen, 2006, 2008; Papini
& Taddei, 2005]. However, there are few works on
the synchronization of discontinuous delayed neu-
ral networks. In this paper, based on the concept of
Filippov solution, the periodic synchronization con-
trol problem has been considered for delayed neural
networks with discontinuous activations.

5. Illustrative Examples

Example 1. Consider the second-order drive sys-
tem of a discontinuous delayed neural network as
follows:

ẋ = −Dx(t) + Af (x(t)) + Bf (x(t− τ)) + I(t),
(31)

and the response system is given as follows:

ẏ = −Dy(t) + Af (y(t)) + Bf (y(t− τ))
+ I(t) + u(t), (32)

with

D =
[

3 0
0 3

]
, A =

[−4 0
0 −4

]
,

B =
[−1 0.9

1 −2

]
,

I(t) =
[−25 cos(2t)

25 sin(2t)

]
, τ = 0.1,

where the activation function is defined as f(s) =
s + sign(s); x(t) = [x1(t), x2(t)]T , y(t) = [y1(t),
y2(t)]T are the state vectors. Letm1 = m2 = 2, from
Theorem 3 and employing LMI toolbox in Matlab,
we can obtain the following feasible solutions:

P =
[

3.8493 0
0 3.8493

]
, Q =

[
35.1632 0

0 35.1632

]
,

R =
[
39.5322 0

0 39.5322

]
,

G′
1 =

[−8.2182 0
0 −8.2182

]
, G′

2 =
[

0 0
0 0

]
.

We can see that the estimation gain G2 = P−1G′
2 =

0, which means the delayed feedback controller (16)
degenerates to the memoryless feedback controller
(15). Certainly, the memoryless feedback controller
(15) could be used to stabilize system (3). How-
ever, there has been extensive interest in studying
the effect of time delay on the feedback systems
because time delay is ubiquitous in most physical,
chemical, biological, neural and other natural sys-
tems due to finite propagation speeds of signals,
finite processing times in synapses and finite reac-
tion times. Therefore, we need to consider delay-
dependent feedback controller (16). Although both
the memoryless feedback controller (15) and the
delay-dependent feedback controller (16) could be
used to stabilize system (3), delay is ubiquitous in
the real system and (16) is a more general controller.
Thus in this example, without loss of generality, we
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Fig. 1. Phase trajectories of drive (left) and response (right) systems for Example 1.
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Fig. 2. Time evolution of each variable of coupled neural networks for Example 1.
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Fig. 3. The synchronization error of the state variables e(t) = y(t) − x(t) for Example 1.

can further assume that G′
2 in Theorem 3 is a pos-

itive definite matrix. Using LMI toolbox again, we
can reobtain the following feasible solutions:

P =
[
3.8347 0

0 3.8347

]
,

Q =
[

35.4376 0
0 35.4376

]
,

R =
[

39.7899 0
0 39.7899

]
,

G′
1 =

[−8.3910 0
0 −8.3910

]
,

G′
2 =

[
0.8161 0

0 0.8161

]
,

and then get the estimation gains:

G1 = P−1G′
1 =

[−2.1882 0
0 −2.1882

]
,

G2 = P−1G′
2 =

[
0.2128 0

0 0.2128

]
.

The drive system (31) is a periodic oscillation
as shown in the left of Fig. 1. From Theorem 3,
the delayed feedback controller can be designed
as u(t) = G1e(t) + G2e(t − τ), and the response

−4 −3 −2 −1 0 1 2 3 4
−3

−2

−1

0

1

2

3
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x 2

−4 −3 −2 −1 0 1 2 3 4
−3
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−1

0

1

2

3

y1

y 2

Fig. 4. Phase trajectories of drive (left) and response (right) systems for Example 2.
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Fig. 5. Time evolution of each variable of coupled neural networks for Example 2.

system (32) is shown to the right of Fig. 1. Figure 2
shows the temporal evolution of each variable of the
coupled neural networks x1(t), x2(t), y1(t), y2(t).
Figure 3 depicts the synchronization error of the

state variables between the drive system and the
response system. It is clearly seen in Figs. 2 and 3
that the response system (32) synchronizes with the
drive system (31).
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−0.4
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0

0.2
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0.8

t

e
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Fig. 6. The synchronization error of the state variables e(t) = y(t) − x(t) for Example 2.
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Example 2. We still consider the two-order neu-
ral network (31) as the drive system and (32) as
the corresponding response system but the acti-
vation functions are changed to be discontinuous
bounded ones defined as f(s) = sign(s) and the
input I(t) = [−16 cos(2t), 16 sin(2t)]T .

Similar to Example 1, by Theorem 3 the
response system (32) can synchronize with the drive
system (31). Simulation results are depicted in
Figs. 4–6.

6. Conclusions

In recent years, the theory about the discontinu-
ous neural networks and its application in practice
is building up. In this paper, based on the concept
of Filippov solution, we have considered complete
periodic synchronization of discontinuous delayed
neural networks. By using the differential inclusions
theory and LMI method, several new sufficient con-
ditions ensuring the global asymptotical stability
for the error system have been derived. Meanwhile,
the estimation gains can be obtained. The obtained
results are novel since there are few works on the
periodic complete synchronization of delayed dis-
continuous system. Finally, two numerical examples
have been provided to illustrate the usefulness of
our results.

Acknowledgments

This work was jointly supported by the National
Natural Science Foundation of China under Grant
No. 60874088, the Specialized Research Fund for the
Doctoral Program of Higher Education under Grant
20070286003, the Foundation Research Project of
Jiangsu Province No. BK2009271, the JSPS Inno-
vation Program CX09B-0432 and the Scientific
Research Foundation of Graduate School of South-
east University YBJJ0909.

References

Aubin, J.-P. & Cellina, A. [1984] Differential Inclusions,
Set-Valued Functions and Viability Theory (Springer).

Aubin, J.-P. & Frankowska, H. [1990] Set-Valued Analy-
sis (Birkhauser).

Cao, J. [2001] “A set of stability criteria for delayed cel-
lular neural networks,” IEEE Trans. Circuits Syst.-I
48, 494–498.

Chen, Q.-F., Hong, Y.-G. & Chen, G.-R. [2006] “Chaotic
behaviors and toroidal/spherical attractors generated
by discontinuous dynamics,” Physica A 371, 293–302.

Clarke, F. [1983] Optimization and Nonsmooth Analysis
(Wiley, NY).

Coddington, E.-A. & Levinson, N. [1955] Theory of Ordi-
nary Differential Equations (McGraw-Hill, NY).

Cortés, J. [2008] “Discontinuous dynamical systems,”
IEEE Control Syst. Mag. 28, 36–73.

Danca, M. [2002] “Synchronization of switch dynamical
systems,” Int. J. Bifurcation and Chaos 12, 1813–
1826.

Danca, M. [2004] “Controlling chaos in discontinuous
dynamical systems,” Chaos Solit. Fract. 22, 605–612.

Douglas, R. G. [1972] Banach Algebra Techniques in
Operator Theory (Academic).

Dugundji, J. & Granas, A. [1982] Fixed Point Theory
(Warsaw, Poland).

Filippov, A. F. [1984] Differential Equations with
Discontinuous Right-Hand Side (Kluwer Academic
Publishers).

Forti, M. & Nistri, P. [2003] “Global convergence of neu-
ral networks with discontinuous neuron activations,”
IEEE Trans. Circuits Syst.-I 50, 1421–1435.

Forti, M., Nistri, P. & Papini, D. [2005] “Global expo-
nential stability and global convergence in finite time
of delayed neural networks with infinite gain,” Neural
Networks 16, 1449–1463.

Horn, R.-A. & Johnson, C.-R. [1985] Matrix Analysis
(Cambridge University Press, NY).

Hu, H. [1997] “Controlling chaos of a dynamical sys-
tem with discontinuous vector field,” Physica D 106,
1–8.

Huang, H., Ho, D.-W. & Cao, J. [2005] “Analysis of
global exponential stability and periodic solutions of
neural networks with time-varying delays,” Neural
Networks 18, 161–170.

Huang, G. & Cao, J. [2008] “Multistability of neu-
ral networks with discontinuous activation function,”
Commun. Nonlin. Sci. Numer. Simul. 13, 2279–2289.

Huang, L., Wang, J. & Zhou, X. [2009] “Existence and
global asymptotic stability of periodic solutions for
Hopfield neural networks with discontinuous activa-
tions,” Nonlin. Anal. 10, 1651–1661.

Kuramoto, Y. [1984] Chemical Oscillations, Waves, and
Turbulence (Springer).

Liang, J., Wang, Z., Liu, Y. & Liu, X. [2008] “Global syn-
chronization control of general delayed discrete-time
networks with stochastic coupling and disturbances,”
IEEE Tran. Syst. Man, Cybern: Part B 38, 1073–
1083.

Liu, X. & Cao, J. [2009] “On periodic solutions of neural
networks via differential inclusions,” Neural Networks
22, 329–334.

Lu, W.-L. & Chen, T.-P. [2006] “Dynamical behaviors of
delayed neural networks systems with discontinuous
activation functions,” Neural Comput. 18, 683–708.

Lu, W.-L. & Chen, T.-P. [2008] “Almost periodic
dynamics of a class of delayed neural networks with

In
t. 

J.
 B

if
ur

ca
tio

n 
C

ha
os

 2
01

0.
20

:2
15

1-
21

64
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
T

Y
 O

F 
H

O
N

G
 K

O
N

G
 L

IB
R

A
R

IE
S 

- 
A

C
Q

U
IS

IT
IO

N
S 

SE
R

V
IC

E
S 

D
E

PA
R

T
M

E
N

T
 o

n 
12

/0
7/

12
. F

or
 p

er
so

na
l u

se
 o

nl
y.



August 10, 2010 9:17 WSPC/S0218-1274 02698

2164 X. Liu et al.

discontinuous activations,” Neural Comput. 20, 1065–
1090.

Luo, A. C. [2001] “A theory for synchronization of
dynamical systems,” Commun. Nonlin. Sci. Numer.
Simul. 14, 494–498.

Papini, D. & Taddei, V. [2005] “Global exponential sta-
bility of the periodic solution of a delayed neural
network with discontinuous activations,” Phys. Lett.
A 343(1–3), 117–128.

Pecora, L. & Carroll, T. [1990] “Synchronization in
chaotic systems,” Phys. Rev. Lett. 64, 821–824.

Song, Y., Han, M. & Wei, J. [2005] “Stability and Hopf
bifurcation analysis on a simplified BAM neural net-
work with delays,” Physica D 200, 185–204.

Winfree, A. T. [1980] The Geometry of Biological Time
(Springer).

Zou, W. & Zhan, M. [2008a] “Complete synchronization
in coupled limit-cycle systems,” Europhys. Lett. 81,
1006.

Zou, W. & Zhan, M. [2008b] “Complete periodic syn-
chronization in coupled systems,” Chaos 18, 043115.

In
t. 

J.
 B

if
ur

ca
tio

n 
C

ha
os

 2
01

0.
20

:2
15

1-
21

64
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
T

Y
 O

F 
H

O
N

G
 K

O
N

G
 L

IB
R

A
R

IE
S 

- 
A

C
Q

U
IS

IT
IO

N
S 

SE
R

V
IC

E
S 

D
E

PA
R

T
M

E
N

T
 o

n 
12

/0
7/

12
. F

or
 p

er
so

na
l u

se
 o

nl
y.


	1 Introduction
	2 Model Formulation and Preliminaries
	3 Existence of Periodic Solutions
	4 Synchronization Criteria
	5 Illustrative Examples
	6 Conclusions

